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Abstract : Tracedriven simulation is a simple way of evaluating cache memory sys 

tems with varying hardware parameters. But to evaluate realistic workloads. simulating 

even a few millions of addnsses is not adequate and such large scale simulation is impracti- 

cal from the consideration of space and time requirement. In this paper, new methods of 

simulation based on pint usage of statistical techniques and the principles of computer 

architecture are proposed for decreasing the need for large trace measurements and to 

predict true program behavior. In our method, sampling techniques are applied while col- 

lecting the address trace from a workload; this drastically reduces the space needed to store 

the trace. New simulation techniques are developed to use the sampled data to predict not 

only the mean mias rate of the cache. but ala0 its true distribution. P d y .  a model is pro- 

posed to statistically project the results to diflerent context-switch intervals from only one 

simulation of a small number of samples of a h e d  size. 
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ACCUBATE LOW-COST METHODS FOP PEPFORMANCE EVALUATION 

OF CACHE MEMORY =!STEMS 

It is well known that the use of a cache in memory hierarchy has considerable 

influence on the overall performance of a computer system. Although, cache memory sys- 

tems have b a n  extensively measured and simulated for traditional high level languages 

like Fortran. Pascal. Algol and PLl ill. studies on LISP programs are few and far between 

i2.3.41. 

The goal of this project was to develop new techniques for cache evaluation. For vari- 

ous reasons. discussed in the n u t  section. trace driven simulation was selected as the 

method of evaluation. But, soon it was found that conventional simulation d e r s  from a 

lot of limitations; the nsults. 60 obtained, do not repnsent true program behavior. Some of 

these aspects have already been pointed out by Smith [31. Since results on LISP program 

architecture are few, LISP programs were employed in our case studies. The proposed 

methodology, however, is equally applicable to other programs. 

This paper establishes a new method of trace driven simulation for cache memory sys- 

tems. based on sampling techniques. This method demases the need for luge trace m a w  

urements and simulation. and is based on pint usage of statistical techniques and the prin- 

ciples of computer architecture. It is shown that, unlike conventional techniques. the pro- 

posed approach is able to characterize a complete program with low overhead. Thus, it not 

only allows a prediction of the miss rate, but .Is0 of its trrpc dirtribrdiar. In the next 

section. diEerent aspects of conventional trace driven simulation is presented dong with its 

limitations. 
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2. Different Methoda of Evaluation 

Among the various methods of performance evaluation of cache based rystems. 

Hardware Mar i ta ing  is the most accurate method. But it is very d a c u l t  to instrum ent 

and it takes up a lot of time to develop. Even after implementing it for a particular 

machine, h is hard to vary the parameters of the architecture. M y t i c u l  Methatis can be 

quiet chap in most cases. But it involves 60 many simplifying assumptions that the results 

may be far from being true. This leaves us with Srruddim which is simple and quiet easy 

to develop. It can be used to evaluate MY existing or proposed architectures. The patame 

ters of tk architecture can be varied very easily simply by changiig the input pammetas 

of a simulator. 

21. "ma! Driven Simulation 

A program address trace consists of a sequence of the virtual (usually) addresses, 

referenced by a program or programs. along with o tha  relevant information. Trace driven 

simulatim is the process of running the simulation model of a system with the trace. A 

simulator can also be driven by a random number generator; but. because of the lack of 

existence of an accurate behavioral model of programs in the context of cache. such simula- 

tion can never tepnsent realistic program behavior. On the other hand, a trace represents 

that 

correctly. For all these reasons. this has been chosm by most F p l e .  including us for 

evaluation of memory systems. 

the behavior of at least one program and 80. trace driven simulation will chamctmm * 

21.1. Limitation8 

In rpitc of all the nice features. then ue several limitations of trace driven simula- 

tion which make it inadequate not only for our purpose. but also as a tool of performance 
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evaluation in general. 

(1) It simulates only a very small part of a program. For example. if a program runs for 

a thousand aeconds of cpu time at  the rate of one million memory refamces per 

second. simulating a trace of one million ad- will only teprssent 0.01% of the 

whole program. 

Traces are usually collected from the initial portion of a program, rather than from 

the core part of it. This practice of taking a single section of a program and projecting 

it for the entire program iS highly questionable. Smith [1.3] has reported that an 

enormous degree of variability exists among traces in their measured miss ratios in 

cache. Our own experience with simulation of cache memories has shown that there is 

a large degree of variation in program behavior in one sample of half million refer- 

ences with another of the same program at a different time. Even if the mean miss 

rate, measured this way, happens to be the same as that of the whole program. this 

mean value is not adequate to accurately Aect the paformance of the system. We 

will show that the distribution of this measured miss ratio is far from the real one. 

Such experience suggests that simulation with a aection of program chosen on an ad- 

hoc basis with a few thousand references cannot accurately nflect the overall program 

behavior. 

(3) Any large scale simulation with a few millions of requites an enormous 

space to store the trace. It is also very cxptnsive from the consideration of computer 

time. Each such simulation with one set of hardware panmeters as input typically 

takes up several minutes of cpu time on a minicomputer (e.g.. VAX-11/780). So. run- 

ning a bunch of simulation job with several combinations of architectural parameters 

for a single trace is computationally very expensive. 
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(4) Most machines switch context every few thousands of instruc tions. especially in a 

multiprogrunming environment. The Context switch can occur due to YO interrupts 

or time out of 8 fixed time slice. This effect of context switch on cache P a f O m M n C e  

has been studied by others b.6.7). But. their methods involve simulating every 

different switch intervals or a curve fitting on individual program traces. Our objec- 

tive is to perform only one simulation, based on our sampling technique and statisti- 

cally project the results for other switch intervals. 

To overcome these limitations, we propose a new sampling-based technique for study- 

ing cache performance in LISP systems. The methodology is based on statistical methods 

and is capable of characterizing a program without extensive simulation. 

In conventional simulation. the effect of task switches on 8 program can be estimated 

by assuming the cache to be flushed totally during a context switch (5.81. This is ~ 6 9 ~ -  

tially true for smaller caches. For larger caches. the miss ratio obUined in this way provide 

a lower limit to the cache performance. The prehhary aim of our sampling technique is 

to provide a costzffective approach to estimate the distribution of this cold- miss ratio. 

Instead of simulating dl consecutive intervals of 8 d h  references. as is done con- 

ventionally, we mmple the ad- trace (Fig. 1) and run the simulation only on the sam- 

pled data. 

Our Methodology 

(1) Choose 8 sample size which is typically 8 few thousands of consecutive rddresses. In 

the initial audy. this cornsponds to the task interval considered. 
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Depmding on the size of the whole trace. determine the uniform sampling interval to 

at- a cert~in number of samples. 

Sample the continuous trace accordingly (or. preferably collect only the eamplcd part 

of tk trace at the beginning itself) and mre the sampled .ddresses only. 

Asspme cache to be empty at the beginning of each sample and simulate cache memory 

system for each sample. 

claim 

The distribution of the average m h  ratio for the samples gives an estimate of that of 

the cold-rtart miss ratio over the entire trace for the same context switch intend as the 

sample sire. 

Simulating one sample of consecutive addresses represmts the behavior of that pautic- 

ular context switch interval. &cause of the cold+%a.rt. the miss rate is very high at  the 

beginning of the interval and usually demases as the cache gets more and more Wed up. 

We c0nsUe.r the average value of the miss ratio at the end of the sample. To validate this 

rnethodobgy. it is essential to stablish that the miss ratios of the samples truly npnsent 

the behavior of the continuous trace. Our objective is to determine the number of samples 

which is adquate to repreant any program. irrespective of the nature of the program or 

the length of the trace. We will also show that the number of samples k the factor to be 

considered for sampling. rather than the sampling interval. Therefore, to validate this tech- 

nique, dilaent number of samples are considered over ditferent LISP progmms md statisti- 

cal techniques are applied to compare the distribution of the sampled data with that of the 

actual dhtribution of the miss ratio. In the next section, digmnt aspects of the cimula- 

tions pedormed are outlined. 
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The traces of virtual addtesses were caffected-by Nnning thetxmpded&of Frau 

LfSP pmgrums on a VAx-11/780. Theae are continuous traces which were later sampled at 

various intervals md rizes and then simulated. The progruno choeen are rdistic work- 

loads of varied nature. The nature of the programs and the lengths of the comsponding 

traces an listsd below 

(1) PSIM : Fault Simulation program : Length 3 2.9 million. 

(2) DRC : Design Rule Check program for VLSI layout : Length 

(3) ELI : English Language Interpreter program : Length 3 1.8 million. 

(4) RRL : Mathematical Rewrite Rule Lab program : Length 3 2.0 million. 

5.7 million. 

These traces UT collected by running only part of these programs because of practical 

limitations. But they are of varied length and we will show that our methodology holds 

good independent of this variation of trace length, so that this method a n  be applied to 

Of Ulth prOgtuns a h .  

4.2. Size and Number of Sampler 

Three Ueren t  sample sizes were used : 5K. 1OK and 20K of rddresses. They are 

chosen to be of the same order as the typical task interval on VAXes (9). 

It is known that about 30 samples give 8 good estimate of any normally distributed 

data. At the beginning, we stuted with the atsumption that the distribution of the cache 

miss ratio is normal which is found lata not to hold good in general. But. nonethelaas, the 

numbers of samples alected are (1) about 20. (2) about 35. "'he d t s  of these two gam- 

pled cases UT compared with that of the continuous trace. We will &ow that about 3S 

samples are always found adequate to predict the actual miss distribution with reasonable 
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WCurcicy. 

43. Architectrrn Shuhtui 

The architectural model has three level memoq hierarchy : Grtual. m in and cache. 

We consider feol address OOCIY: the virtual address is kst translated to real address of the 

main memory which is ~~?xxqutntly mapped to the cache rddress 0p.a. 

The main memory is organized into pages. The physical page frames are numbered 

sequentially as they .re dlotted. FIFO (Pi In P i  Out) policy is useti for page replace- 

ment. The cache memory is se.t~s&ve and its blocks are replaced according to Last  

Recently Used (mu) policy. Cache is updated by llwllocQk poky Le.. during a write 

miss, only the main memory is updated and it is not counted as a cache miss [ 101. 

The goal of this paper is to develop a new method of simulation which is applicable to 

all LISP programs. rather than to evaluate the behavior of LISP programs for various archi- 

tectures. For that reason, it is sui6cient to simulate this architecture only with one set of 

hardware parameters. The sizes chosm for the three levels of memory. virtual, main and 

cache are respectively 64KB. 16KB and 4KB. The page size in the main memory is 128 

bytcs. The block size and mt size of the cache w kept fixed at 8 bytes and 2. 

43.1. Appmximation 

Both the instructions and the data in VAX-11 are of variable length. It has been 

shown in other studies (9) that most of the times. these lengths are within 4 bytes. Also, 

the VAX machine always fetches a block of 4 bytes together from the memory. So, it is 

quite reasonable to approximate the length of all the references to 4 bytes. This simplifies 

the pn>cess of gathering the trace and others 14,111 have also made similar ursumptions . 
During this simulation. if the address referenced fits exactly in an integral 4-byte boun- 

dary. only one block (of size a t  least 4 bytes) is fetched. Otherwise if the 4-byte field. 
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starting from the current address in the trace. does not coincide with a &byte boundary 

and it also mrpasxs the end of the current block of the cache, then the next block is also 

fetched. In the next aection. the results of simulation are presented lad discusesd. 

5. 

Recall that the goal is to show that I sampling scheme CUI 8ucce86fuuy predict not 

only the true mean value but also the distribution of mks ratio. Note that it is rsrmmed 

that a program is running with context switches. To establish the effectiveness of the sam- 

pling scheme. we compare the distribution of the sampled data with that of the continuous 

trace. As a first step. the mean and the standard deviation of the misS ratioe of sampled 

data are compared with actual values (Table 1). The term "all" for the number of samples 

in the table signifies the results for the continuous trace without any sampling. It is found 

that the maximum error in mean miss ratio for number of samples * 35 is 5.5%; this error 

for about 20 samples can be as high 8s 13.8%. The standard deviation of miss ratio for 

about 35 samples is always very close to its actual Wue. So. just from the consideration 

of mean and #tandad deviation of the oampks. it can be concluded that With apptori- 

makly 35 samples a good estimate of the mean and the standard deviation is achieved. 

The distribution of the continuous trace is compared with that obtained from sampled 

trace in Figures 2 through 5. All t he  figures contain the histograms for the case of about 

35 samples and the continuous trace. Piguns 2 and 3 a b  incluck the c.8~ for number of 

samples a 20. Of dl the 12 c a ~ ~  consid&. only four are a ~ a  in the QWWS; d- 

ing of them appear in the Appendix. It is very apparent from these figures that in general. 

the distribution proflle is far from normal. Initially, these d d b u t i o n s  a n  be just checked 

for similarity in appearance The cumulative percentages of the sample points in the 

different levels. included in the figuns, provide additional way of comparing the distribu- 
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Table 1. Mean k Standard Deviation of Sampled M t  

ELI 

RRL 

1OK .a80 .a91 .0673 -1.0 -2.7 .03S9 .OS1 .0343 

20K .0606 .0616 .0604 -0.3 -2.0 -0295 .0311 -0307 

SK .0424 .0417 .0416 -1.9 4.2 .0354 .0332 .0329 

1OK .0349 .0356 .0346 4.9  -2.9 .0283 .0293 .0286 

20K .0318 -0315 .0308 -3.2 -2.3 . a 7  .0258 .0255 
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tions. It is found that the distributions of nearly 20 samples have oisnificrnt difFerence 

from the true ones. But. the profiles of about 35 samples closely resemble the actual shape 

in all Werent cases. It is easily shown that the distributions of the samples arc statisti- 

cally equbalent to the actual ones with 8 high degree of conbdence. Therefore. it is con- 

cluded tbrt 35 samples are ulequate for this method. 

The distribution of the miss ratios provides I lot of information about the program 

behavior which is lost when only the mean value is considered. For example. the distribu- 

tion of miss ratio is usdul in performance analysis of cache memories in multiproassors or 

cache memorks with 8 finite writeback buffs. h both cases. 8 high mieS rate hposes 8 

relatively higher penalty per miss than the penalty per miss 8t low m b  ram. These dis- 

tributions for the four programs 8re quite different from one mother: but. for 8 particukr 

program, it follows rimila+ trend for the various context switch intervals (Le.. for different 

sample sizes in our method). The miss ratio distribution of the DRC program has two dis- 

tinct modes while for the FSIM program, it is neatest to the normal distribution among the 

four progmns. "his indicates that the miss ratio of the DRC progrrm is spread over two 

regions which are 8put from each other; the region with smaller d u e  cornsponds to the 

tight loop structures in the program. The miss ratio versus time plot (Pi. 6)  for this pro- 

gram corroborates this feature. The FSIM program on the other hnd has its mbs ratio m- 

domly spread over 8 Single band as found in its miss ratio versus time plot. 

5.1. COmparLan with Ckmventional Simulation 

In conventional simulation. the measured distribution of the mhs ratio can be quite 

different from the actual one. The conventional method for cold-start miss ratio can be 

considered as simulating consecutive samples with no interval in betwean. To compare con- 

ventional simulation with our method, the distribution of miss rrtio of 35 consecutive con- 

text switch intervals of size SK addresses is checked for closeness with the actual 
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distribution of miss ratio for DRC program, because this simulation has the same space- 

time COB as our method. These two distributions are found to differ considerably in m u n  

value. atmndard deviation md the shape (Fig. 7). This is expected from Figure 6 which 

@ h o w  tht 35 consecutive intervals. each of size 5K cover only 8 small, initial part of the 

pro- which is very different from the rest. This shows the inadequacy of conventional 

method to repreamt true p r o g r a m  behavior. 

6. Evaluation of Other Context Switch Interralr 

In this section. we propose a model of cache behavior for huger Context switch inter- 

vals. barsd on the performance measuns of smaller intervals. Our aim is to perform only 

one simdstion on samples of one size and statistically project the d t s  for other context 

switch ikrvals. Once simulation is performed for samples of a particular size, informa- 

tion aboa smaller task intervals is already present in tbe results. So. only those intervals 

which uc greater than the gmple size need to be projected. To do that, we will drst con- 

sider how the man value of miss ratio over the slmplts vary within the duration of the 

Sample. 

P i  8 shows the typical plot of mean miss ratio (over different samples) with the 

number of 8- references during the period of the sample size. The V d U e  of mean miss 

ratio at ach point is calculated by considering the number of hits and misseS from the end 

of the herval. rather than from the beginning for each sample. This k done to 8void the 

effect of cold start at the beginning of the intend on the later segments of the task inter- 

val. Thi enables us to check if the instantaneous mean miss rate in an interval reaches a 

steady d u e  as the crcbe gets more and more filled up. It is obsaved in dl our &perimcnts 

that the misS ratio really rttains a steady state for sdbciently long samples (8s small 8s SK 
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pig. 7. Comparison of conventional method far DRC : h t e r t d t c h  interval = SIC 
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for dl the traces). 

61. our Model 

Given 8 lgmple size no  which is long enough for the miss =ti0 tu x!achI stab& WlUe. 

this steady etate will continue for the rest of a larger task in-1 n (Pig. 9). 

Based on this rsrmmptlon. the value of the miss ratio for 1 larger context switch inter- 

V.1 n can be easily dcukted 8nd is given by : 

n0 n0 

n n m(n) = -m(no) + (I--)m, 

where. m(n) : miss ratio for interval n 

m(no):missratiofor intervalno 

m, :steadystatevalueofmissratio 

Based on the formula above. the miss ratio for 20K interval is predicted from that of 

5K and 1OK samples for all tbe traces: dm. the miss ratio for 1OK context h t c b  interval 

is calculated from that of 5K nmples (Table 2). It is found tht  the projected vlluc is rea- 

eonably close to the actual value. meawed from the continuous trace. However, we are 

still in the procegs of comparing the distributions of the projected m b  ratio with the actual 

ones. More exhaustive statistical analysis needs to be done to iind out how much can the 

samples be extended to larger context witch intends with teaaonrble accuracy and to 

resolve other related isrmcs. 

7. W l a d i n g  Runarks  

In this paper, we have established I sampling-basad technique for a c h e  memory 

simulation. This method provides insight into the t rue program behavior by giving the 
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Table 2 Calculatsd M h  Ratios for M m n t  Context Switch Intervab 

DRC 

I Context witch  

20K .os 1 .OS3 .OS4 

1OK .OS7 .061 

20K .OS2 .OS6 .os25 
i 

1OK 

20K 
I I I I I i 

.067 .067 

.061 .0615 .0635 

1OK 

20K 

.034 .035 

.030 .0315 .032 
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accurate estimates of both the mean value of miss ratio and its distribution. In complriaon. 

conventional techniques just measure the mam miss ratio for one emall Pegmmt of a pro- 

gram: thus. they m y  not be rrpresentative of actual performance. ,The axt of the 

sampling-bsed method in terms of both memory space and computer time is small. There 

is one pathological C.BC in which this technique might not give ntisfrctory result this will 

happen very rarely when (1) the miss ratio ver6us time plot of the pr0gt.m has a step- 

function. as in Figure 6,  (2) the period of this variation is constant urd (3) the sampling 

interval bappens to be the same as this period and all the samples are taken predominantly 

at the top or bottom level of the step-function. This can be avoided by taking the samples 

at random intervals or by using two sets of samples having two different uniform sampling 

intervals. Hauw the pper ahows that the gmpling-tmsed .imul.tion Is an accurate 

approach. More measurements with other programs are essential to establish guidelines for 

g e n d  wage. 

Simulating only one set of pamples and projecting the regult for other context Switch 

intervda bok very prodring. But. still lome more analysis hs to be done qardiing this 

issue. Another direction in which this rcBtlfch nads to be atenckd L to meparate the 

of the rest of the cold-start cffect at the b q h d n g  of a task intend from the c h u m a s t m  

interval. F i y .  theae new eimulrtion methods can be very &ectively used not only for 

cache memory simulation of LISP programs. they can also be easily extauied for other pro- 

. .  

grunm*langurgcs. 
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